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Abstract. In this paper we discuss a number of recent and earlier results in the
field of combinatorial optimization that concerns problems on minimum cost multi-
flows (multicommodity flows) and edge-disjoint paths. More precisely, we deal with
an undirected network N consisting of a supply graph G, a commodity graph H and
nonnegative integer-valued functions of capacities and costs of edges of GG, and consider
the problems of minimizing the total cost among (i) all maximum multiflows, and (ii)
all maximum nteger multiflows.

For problem (i), we discuss the denominators behavior in terms of H. The main
result is that if H is complete (i.e. flows between any two terminals are allowed)
then (i) has a half-integer optimal solution. Moreover, there are polynomial algorithms
to find such a solution. For problem (ii), we give an explicit combinatorial minimax
relation in case of H complete. This generalizes a minimax relation, due to Mader
and, independently, Lomonosov, for the maximum number of edge-disjoint paths whose
ends belong to a prescribed subset of nodes of a graph. Also there exists a polynomial
algorithm when the capacites are all-unit.

The minimax relation for (ii) with H complete allows to describe the dominant
for the set of (T, d)-joins (extending the notion of T-join) and the dominant for the set
of maximum multi-joins of a graph. Also other relevant results are reviewed and open
questions are raised.
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Abbreviated title. Multiflows and disjoint paths.

1. Definitions, problems, results

Suppose we are given nodes s1, ..., Sk, t1,...,t; in a graph G, and we wish to find
pairwise edge-disjoint paths Pi,..., P, such that: (i) each P; connects s; and t; for
some j; (ii) the number r of paths is as large as possible; and (iii) the sum of lengths
of these paths is as small as possible, subject to (i),(ii). When can this problem be
efficiently solved? This problem is known to be NP-hard even if k£ = 2 and condition
(iii) is dropped [10]. On the other hand, it turns out that the desired paths can be found
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in polynomial time if the pairs {s1,%1},...,{sk,tx} form (the edge-set of) a complete
graph. The latter result is one of those surveyed in this paper.

We start with some definitions and conventions. Throughout, unless otherwise is
explicitly stated, by a graph we mean an undirected graph without multiple edges and
loops; VG and EG denote the node-set and edge-set of a graph GG. An edge with end
nodes u and v is denoted by wuv.

We deal with a network N = (G, H, ¢,a) consisting of a supply graph G, a com-
modity graph H with VH C VG, a capacity function ¢ : EG — Z4 and a cost function
a: EG — Zy (Z+ is the set of nonnegative integers). The edges of H indicate the
pairs of nodes of GG that are allowed to connect by flows.

Let P = P(G, H) be the set of simple paths in G connecting nodes s and t for
st € EH. By a (c-admissible) multicommodity flow, or, briefly, a multiflow, we mean a
nonnegative rational-valued function f : P — Q_ satisfying the capacity constraint

(1.1) ¢f(e)=> (fp:e€PeP)<cle) forall ec EG

(considering a path as an edge-set). We call Y (fp : P € P) the total value of f and
denote it by val(f). Let v* = v*(G, H, ¢) be the maximum total value of a multiflow;
f is called mazimum if val(f) = v*. Similarly, considering the set of (c-admissible)
integer multiflows f : P — Z ., we define a maximum integer multiflow and the number
v=v(G,H,c). Clearly v < v*.

We also associate with a multiflow f its total cost ay that is Y (a.C/(e) : e € EG),
or Y (a(P)fp : P € P), where a(P) is the cost of P. [For a function g : S — R and a
subset S” C S, ¢(5’) stands for > (g. : e € S’).] Two problems are discussed:

(1.2) Find a mazimum multiflow f with ay as small as possible;

(1.3) Find a mazimum integer multiflow f with ay as small as possible.

Thus, (1.3) is the integer strengthening of (1.2), while (1.2) is the fractional re-
laxation of (1.3). We refer to (1.2) ((1.3)) as the fractional (resp. integer) problem.
One may assume that H has no isolated (i.e., zero degree) nodes; V H is called the set
of terminals of the network and denoted by T. A path in G connecting two distinct
terminals is called a T-path.

When ¢ = 0O, we obtain the “pure” maximum and maximum integer multiflow
problems. When ¢ = 1 and a = 1, (1.3) turns into the above-mentioned problem on
edge-disjoint paths of minimum total length. The examples below demonstrate some
properties of (1.2) and (1.3) depending on the graph H. Here and later on for X C VG,
§(X) = 6%(X) denotes the set of edges of G with exactly one end in X, called the cut
in G induced by X. We say that §(X) separates nodes u and v (or sets Y, Z C VG) if
one of them is (entirely) contained in X and the other in VG — X. If ¢(6({v})) is even
for each v € VG — T, c is called inner Eulerian.
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Example 1. H has a unique edge st. Then (1.2) is the undirected min-cost max-
flow problem, and by a classic result in network flow theory, v* = v and v equals the
minimum capacity ¢(§(X)) of a cut §(X) separating s and ¢ (see, e.g., [12]). Moreover,
plenty of polynomial and strongly polynomial algorithms are known to solve (1.3) (see
[1,14] for a survey).

Example 2. T = {s,t,s',t'} and EH = {st,s't’}. In case a =0, (1.2) turns
into the (undirected) maximum two-commodity flow problem, and it has a half-integer
optimal solution (0.s.) [17] (or an integer o.s. in the inner Eulearian case [34]). However,
we shall see later that for a general a, one cannot guarantee that (1.2) has an o.s. with

bounded denominators (when G varies). In its turn, (1.3) is NP-hard even if a =0 and
c = 1 [10].

Example 3. H is the complete graph K1 with node-set T, and |T| > 3. In
other words, flows connecting any two distinct terminals are allowed. We refer to a
multiflow for G, Kr,c as a T-multiflow. Lovéasz [28] and, independently, Cherkassky
[4] established two results on T-multiflows. First, 2v* is equal to the sum over s € T
of the minimum capacities of cuts separating s and T — {s} (this minimax relation
was originally stated in [26]). Second, if ¢ is inner Eulerian then there exists a max-
imum 7-multiflow which is integer-valued; so there exists a half-integer maximum 7'-
multiflow for arbitrary (integral) capacities. Moreover, such a multiflow can be found
in strongly polynomial time [4,18] (in [18] this is reduced to solving log |T'| maximum
flow problems). The maximum integer T-multiflow problem turned out to be much
more complicated. Mader [31] and, independently, Lomonosov [27] found a minimax

relation involving v, which can be expressed as
1
(1.4) V= §min{20(5(Ys)) — 1},

where the minimum is taken over the collections {Y; : s € T'} of pairwise disjoint sets
Y, C VG with Y; NT = {s}, and 7 is the number of components K with c¢(6%(VK))
odd that appear when the Y;’s are removed from G.

We now outline results on problems (1.2) and (1.3) discussed in this paper. The
case H = K will be most important.

1. A reasonable question arises: given a natural number k, does there exist a
rational optimal solution to (1.2) with the denominators of all components not exceeding
k? Tt seems to be a difficult task when we deal with an individual problem (1.2).
Nevertheless, it turned out that this can be answered in terms of commodity graph H.
For H fixed, define ¢p(H), the fractionality of problem (1.2) with respect to H, to be
the minimum natural number k such that for any network (G, H,¢c,a) problem (1.2)
has an o.s. f for which kf is integer-valued. If such a k does not exist, we say that H
has unbounded fractionality, denoting this as p(H) = oo.
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For example, o(H) = 1 if |[EH| = 1. More generally, ¢(H) = 1 for any complete
bipartite graph H, by the multi-terminal version of the min-cost max-flow problem
[12]. On the other hand, it is easy to show that @(H) > 2 for all other graphs H.
The next result is less trivial: if H = Kp then (1.2) has a half-integer o.s. [19]; hence,
o(Kr) =2if |T| > 3. This fact was proved by considering the following slightly more
general parameteric problem which combines both objectives figured in (1.2):

(1.5) given p € Q. , mazimize the linear objective function pval(f) —ay among all mul-
tiflows f for G, Kr,c.
Obviously, (1.5) becomes equivalent to (1.2) when p is large enough. The above-

mentioned result is an immediate corollary from the following theorem.

Theorem 1 [19]. If H = K¢ then for any p € Q. problem (1.5) has a half-integer
optimal solution f.

As a consequence, we observe that ¢(H) = 2 for any complete multi-partite graph
H with k > 3 parts (i.e., VH admits a partition {T1,..., T} such that {s,t} € EH if
and only if s € T; and ¢t € T} for i # j). For we can add to G new nodes t1,...,t; and
edges t;s (s € T;) with the same rather large capacities and costs; then any o.s. for the
resulting network with the complete graph on {t1,...,t;} as commodity graph yields
an o.s. for the original network. On the other hand, the following is true.

Theorem 2 [20]. If H is not complete multi-partite then ¢(H) = oc.

This theorem is reduced to examination of few instances of H because of the
following simple fact.

Statement 1.1. If H' is an induced subgraph of H then ¢(H') < ¢(H).

Proof. Given a network N’ = (G', H',,d’), add to G’ the elements s € VH — VH’
as isolated nodes and denote the resulting network by N. Then N and N’ have the

same sets of optimal solutions, whence the result follows. e

There are exactly three minimal, under taking induced subgraphs, graphs that are
not complete multi-partite, namely, Hi, Ho, H3 drawn in Fig. 1. Hence, by Statement
1.1, it suffices to show that ¢(H;) = oo, i = 1,2,3. We explain why the fractionality
for these H;’s is unbounded in Section 3.

se o se o se o

H1 . H2 . H3 .
Fig. 1 s’ e ot s’ e ot s’ e ot
2. The program dual of (1.5) can be written as

(1.6) minimize ¢y  subject to
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v € QEG and distq4~(s,t) > p forall s,t €T, s#t,

where for /: EG — Q_, disty(u,v) denotes the (-distance between nodes v and v, i.e.,
the minimum ¢-length ¢(P) of a path P in G that connects u and v.

Example 4. Let G be as in Fig. 2a, T'= {s1,...,56}, ¢ = I and a = 1. There
is an only optimal T-multiflow, namely, that takes value 1/2 on the six paths shown in
Fig. 2b, and zero on the other T-paths. Suppose p = 7. Then an optimal 7 to (1.6) is
zero on the edge uv and 2.5 on the other edges.

S§3 © © 84 ® ®
S2 © ° ° ® 85 O] ©
u v
s1 ©® © S¢ ®© O
Fig. 2 (a) (b)

The original proof of Theorem 1 given in [19] was constructive and provided by
a pseudo-polynomial algorithm. Being within frameworks of the primal-dual linear
programming method, this algorithm is based on a parametric approach, like that used
in the classic algorithm of Ford and Fulkerson [12] for the min-cost max-flow problem,
but now in a more complicated context. In fact, it finds optimal primal and dual
solutions simultaneously for all p € Q. More precisely, it constructs, step by step,
a sequence 0 = pg < p1 < p2 < ... < ppr of rationals, a sequence fo, f1,..., far of
half-integer T-multiflows and a sequence vo,71,...,varr, Ya+1 of functions on EG such
that: (i) for i = 0,...,M —1and 0 < e < 1, f; and (1 — &)y; + €y;+1 are o.s. to
(1.5) and (1.6) with p = (1 — &)p; + €pit1, respectively; and (ii) for 0 < € < oo, fur
and vps + €yapr41 are o.s. to these programs with p = pys + €. In particular, fj, is a
maximum 7T-multiflow.

The key idea in [19] is that, at each iteration, the new optimal f and v can be
obtained by solving the usual maximum flow problem in a certain “skew-symmetric”
digraph, called a double covering over G. A shorter, though non-algorithmic, proof
of Theorem 1 is described in [21]; it is also based on double covering techniques. We
outline this proof in Section 2.

Two more results were obtained in [21]. It was shown that the dual program (1.6)
has a half-integer o.s. whenever p is an integer. Also a strongly polynomial algorithm
to find a half-integer o.s. to (1.2) with H = K was developed there. However, this
algorithm is not “purely combinatorial” as it uses the ellipsoid method.

Recently Goldberg and the author [13] designed two polynomial algorithms for
finding a half-integer o.s. to (1.2) with H = Kp. Both algorithms are combinatorial
and they handle within the original graph G itself rather than double coverings. One
of these applies scaling on capacities, while the other scaling on costs (cf. [11,6] and
[33,2] for the min-cost max-flow problem).



3. Apparently more significant results in the area we discuss were recently obtained
for the integer problem (1.3) with H = Kp. Without loss of generality we assume that
the capacities are all-unit (since, for an arbitrary ¢ € ZEG, splitting each edge e into
ce parallel edges of the same cost a. makes an equivalent problem). As before, it is
convenient to deal with a parameteric problem, namely,

(1.7) given p € Q, mazimize the objective function 1 (p,D) = p|D| — a(D) among all
sets D of pairwise edge-disjoint T-paths in G,

where a(D) stands for Y "(a(P) : P € D). Note that the objective of (1.6) gives an upper
bound to ¥ (p, D), namely, ©(p, D) < v(EG) for any « as in (1.6). Simple examples show
that there can be a gap between max{y(p, D)} and min{y(EG)}. Nevertheless, one
can modify 7 so as to get an exact upper bound. This gives an explicit combinatorial
minimax relation involving v (p, D).

To state it, we need some terminology. A set of pairwise edge-disjoint T-paths
is referred as a packing. A pair ¢ = (X4,Uy) is called an inner fragment it X, C
VG —T,Us C§(Xy), and |Uyg| is odd. Let F° denote the set of inner fragments. The
characteristic function x4 of ¢ is defined on EG by

(1.8) Xo(e) =1 if e € Uy,
=-1 if e€ 5(X¢) - U¢,

=0 otherwise.

Given 3 : F® — R, and 7 : EG — R, define the function £ = £%7 on EG as

(1.9) C=a+7+Y (Boxe : ¢ € FO)

We say that (3,7) is p-admissible if:

(1.10) ¢ is nonnegative;
(1.11)  distys,~(s,t) > p for all distinct s,t € T.

Theorem 3  [22]. For any p > 0,

(1.12) max{y(p, D)} = min{y(EG) + Y (B,(|Us| —1) : ¢ € FO)},

where D ranges all packings and ((3,7) ranges all p-admissible pairs.

For instance, if G, T, c,a,p are as in Example 4, then any o.s. D to (1.7) consists
of three T-paths covering all edges of G. The equality in (1.12) is achieved by assigning
Bp = Bps = 1/2, yup = 0 and . = 2 for the other six edges e of G, where ¢1, ¢
are the inner fragments with Xy, = {u}, Uy, = {us; : i = 1,2,3}, X4, = {v} and
Ugp, ={vs; : i =4,5,6}.



The inequality max < min in (1.12) is easy. Indeed, for a packing D and a p-
admissible (3, ) we have:

(1.13) Y(p, D)= (p—a(P))
< (P + D Baxs(P)) (by (1.9) and (1.11))

PeD peFo

<~(EG) + Z B Z X (P) (as the paths in D are edge-disjoint)
¢eFO  PED
SY(EG)+ > By(lUs] —1)  (as |Uy| is odd while x4(P) is even).
$EFO

The proof of equality in (1.12) is more sophisticated and it uses numerous combi-
natorial arguments; a sketch of this proof is outlined in Section 4. Note that the proof
is constructive and it gives rise to a strongly polynomial algorithm to solve (1.7), or
a pseudo-polynomial algorithm for an arbitrary c. In particular, it gives a polynomial
algorithm to compute v(G, K, ). As shown in [22], the optimal (3,7) found at the
last iteration can be transformed into cuts 6(Ys) (s € T') occurred in (1.4).

Relation (1.12) and the algorithm can be obviously extended to a complete multi-
partite H. On the other hand, the following is true.

Theorem 4. If H is not complete multi-partite, then (1.3) is NP-hard even for ¢ = 1I
and a = 0.

To see this, it suffices to examine the only graphs H = Hy, Hy, H3 as in Fig. 1. The
theorem for H; is just the corresponding result in [10]. This implies the theorem for Ho
and Hs. Indeed, given a natural k, the problem to decide whether k < v(G, Hy, 1) is
obviously reduced to computing v(G’, H!, II) for i = 2 or i = 3, where G’ is formed from
G by adding nodes ti,...,ts and k parallel edges connecting s; and t; (j = 1,2,3,4),
and H/ is the graph with VH! = {t1,...,t4} and EH = {t;t, : sjsq € EH;}.

4. Theorem 3 has interesting applications. Suppose we are given a graph G’, a set
T’ C VG’ and a function d : T" — Z4 ( of demands) such that d(T") is even. We call
a subset B’ C EG' a (T',d)-join if (i) degp/ (v) = d, (mod 2) for each v € VG, and
(ii) the graph (VG’, B") contains a set of mutually edge-disjoint 7"-paths such that for
each ' € T', exactly dy of these paths begin or end at s’; here degp, (v) is the number
of edges in B’ incident to a node v, and we let d, = 0 for v € VG’ — T’. The set of
(T',d)-joins in G’ is denoted by B,. Consider the minimum weight (T, d)-join problem:

(1.14)  given w : EG' — Z, find a (T',d)-join B" of weight w(B’) minimum.

If d = T then |T’| is even and we get the well-known notion of T’-join (up to
the usual requirement of being inclusion minimal); such an object arises in connection
with the Chinese postman problem [16,7]. Edmonds and Johnson [9] proved that the
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minimum weight of a T’-join is equal to the maximum value of a (fractional) w-packing
of T'-cuts (6¢(X) is called a T’-cut if | X NT"| is odd). In polyhedral terms, this means
that the dominant

dom(By) = conv(By) + RE

for By is formed by the vectors z’ € ]REG/ satisfying @’ (6(X)) > 1 for all T'-cuts 6(X).
[For a family £ of subsets of a set E/, conv(L) is the convex hull of the incidence vectors
& € RZ of sets L € L, and for sets X', ) C ]RE, X + Y denotes their Minkowsky sum
{z : z=2+4+ysome xz € X and y € V}.] Also there are other “nice properties” of
T’-joins and T’-cuts and strongly polynomial algorithms to solve (1.14) with d = 1.
For a survey, see, e.g. [15,30].

In case of arbitrary d € Zil, problem (1.14) becomes more involved. We reduce
it to (1.3) with H = Kp and then apply results on the latter. More precisely, for
each s’ € T', add to G’ a new node s and d, parallel edges between s and s’. The
resulting graph G is called the d-extension of G'. Let T = {s : s’ € T'} and ¢, =1
for all e € EG. Assign the cost a. to be w, if e € EG’, and 0 if e € EG — EG'.
Clearly, By # 0 if and only if 2v(G, Kp, 1) = d(T"), in which case the algorithm for
(1.7) yields an optimal solution to (1.14). Moreover, Theorem 3 enables us to describe
the dominant for B, as follows.

A pair ¢ = (X4, Up) is called a fragment for G',T',d if X, C VG, Uy C 5 (X4),
and the numbers |Uy| and d(X4 NT") have different parity, that is,

(1.15) Usl =) (de = 8’ € XoNT') =1 (mod 2).

In particular, if X4 NT" = (), it turns into the above definition of inner fragments.
The characteristic function of a fragment is defined as in (1.8) (concerning G’).
Theorem 5 [3]. Let D’ be the set of vectors =’ € R” ¢ satisfying
(1.16) (1) 0<az. <1 for e€ EG

(i) 2'(0(Y))>dy —d(Y NT' —{s'}) forY CVG and s € Y NT;
(iii) 2'xp <|Us| —1  for each fragment ¢.
Then conv(B;) € D" C dom(By). In particular, dom(B;) = D' + REG/.

Note that for d = 1 the polyhedron D’ is exactly conv(By). Indeed, conv(By) is
described by (1.16)(i) together with the following constraints (see [15], Ch. 8.5): for
each X C VG and W C 6(X) with | X NT'| + |W]| odd,

2 (6(X)—W)+|W|—2' (W) > 1.

The latter constraints are equivalent to (1.16)(iii) (for d = 1), whence D’ C conv(B1)
(and therefore, these polyhedra coincide). In general case D’ needs not coincide with
conv(By), as mentioned in Section 6.



We discuss Theorem 5 in Section 5. An analogous description exists for the domi-
nant of the set B™** of maximum multi-joins for G’, T’. Here by a maximum multi-join
we mean a subset B’ C EG’ such that degp/ (v) is even for each v € VG’ — T’ and the
subgraph (VG’, B') contains v = v(G’, K7+, 1) pairwise edge-disjoint T"-paths.

A collection K = {Yy : s’ € T'} of pairwise disjoint sets Yy C VG’ with Yy, NT" =
{s'} is called a T'-kernel family. For e € EG' define (x(e) to be the number of
occurrencies of e in the cuts §(Yy) among s’ € T' (thus (k(e) is 0, 1 or 2).

Theorem 6 [3]. Let Q' be the set of vectors ©’' € R” ¢ satisfying

(1.17) (i) 0<az,<1 fore€EG;
ii x2'Cx > 2v for each T'-kernel family K;
(ii) y
(iii) x’X¢ <|Ug| =1  for each inner fragment ¢.

Then conv(B™**) C Q' C dom(B™). In particular, dom(B™**) = Q" + REG/.

Finally, in concluding Section 6 we discuss an analog of (1.7) to openly disjoint
T-paths and raise open questions.

2. Sketch of the proof of Theorem 1.

For details, we refer the reader to [21]. Let f and = be o.s. to (1.5) and (1.6),
respectively. We show the existence of a half-integer o.s. f’ to (1.5). We may assume
that a. > 0 for all e € EG (as validity of the theorem for all positive a’s implies that
for all nonnegative a’s, by obvious perturbation arguments).

Define the length function ¢ on EG to be a + ~; then / is positive. Applying the
linear programming duality theorem to (1.5)-(1.6), we observe that feasible f and + are
optimal if and only if they satisfy the (complementary slackness) conditions:

(2.1) fp > 0 implies ¢(P) = p; in particular, P is an ¢-shortest path;
(2.2) 7. > 0 implies ¢/ (e) = c,, i.e., e is saturated by f.

We may assume that p > 0 and min{dist,(s,t) : s,t € T, s # t} = p (otherwise
f =0, by (2.1), and we are done). Let PP = PP({) be the set of T-paths of ¢-length
exactly p. Extract the subgraph GP = GP(¢) of G that is the union of 7" and all paths
in PP. Let dist(-,-) stand for diste(,-).

Consider v € VGP. The potential w(v) of v is the distance from v to T, i.e.,
min{dist(v,s) : s € T'}. Denote by T'(v) the set of terminals s € T" with dist(v,s) =
m(v). Clearly 7(v) < p/2. Moreover, if m(v) < p/2 then |T'(v)| = 1, while if 7(v) = p/2
then |T'(v)| > 2. Thus, VGP is partitioned into the sets V* = {v € VGP : |T(v)| > 2}
and Vy = {v € VGP : T(v) = {s}}, s € T. The positivity of ¢ provides the following
properties.



(2.3) Let e = wv € EG and u,v € VGP. Then e € EGP if and only if, up to
permutation of u and v, either (i) u € Vi, v € V;UV*® and w(v) —w(u) = £, for
some s € T, or (ii) u € Vi, v € V; and 7(u) + 7(v) + £, = p for some distinct

s,teT.

(2.4) Let P = (vg,e1,v1,...,€k,v;) be a path in GP connecting distinct terminals
s =wvg and t = vi. Then P € PP if and only if there is 0 < ¢ < k such that
Vo, - -,V € Vi Viga, .. vp € Vi m(vg) < ..o < m(vi); w(vie) > .0 > w(ug);

and either v;11 € V*, or v;y1 € Vi and 7(v;11) > 7(vig2).

Property (2.3) enables us to construct a digraph I' = (VT', AT"), the double covering
over GP, as follows. Split each v € VGP into 2|T(v)| nodes v} and v? (s € T(v)). If
T(v) = {s}, we also denote v’ as v*. The arcs of I" are assigned as follows:

(i) each e = uv € EGP with u € V5, v € V; UV*® and 7(u) < 7(v) generates two arcs

(g, v5) and (v3,u3);

(ii) each e = uv € EGP with u € V; and v € V; (s # t) generates two arcs (ul,v?) and

S
(vtlaug)§

(iii) each v € V*® generates arcs (v!,v?) for all distinct s,t € T'(v);

see Fig. 3 where T' = {s,t,q}, p = 4, the numbers on edges indicate values of ¢, and
the arcs of I' are directed up. Arcs in (i) and (ii) have capacities ¢, and arcs in (iii)
have capacity co. We use the same notation ¢ for the capacities in I' and think of
T' = {s' : s € T} and T? = {s® : s € T} as the sets of sources and sinks of T,
respectively. Define o(v?) = v37%. This gives a skew symmetry of I because for each
b= (ul,v]) e AT, (v)™7,u3~") is also an arc of T, denoted as o(b). We extend o to

the dipaths of I in a natural way.

20 ® 2 ® ¢2
.u2
t® ©®q 2
1 9 Uy 9
2 o u ’US. [ ] .Uq
1 I':
GP : 4 o 1
V. @ [ ] oV
1 q
P vt
.ul
Fig. 3 © s st o o th ® ¢

The construction of I' yields a natural mapping w of VI' U AT to VGP U EGP; it

1 2)

brings a node v’ to v, an arc (y!,z/) as in (i) or (ii) to the edge yz, and an arc (v}, v?

as in (iii) to the node v. We extend w in a natural way to a mapping of the dipaths of
" into paths of GP. From (2.4) one can derive the following key property:

(2.5) (i) for a dipath P in I'; P and o(P) are disjoint, and w(o(P)) is reverse to w(P);
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(ii) w yields a one-to-one correspondence between PP and the set of T' to T2
dipaths in T'.

Such a correspondence is further extended to a relationship between multiflows
on PP and flows in I', as follows. By a flow in I" we mean a function h : AI' — Q.
satisfying the conservation condition

divy(y) := Z hiy,2) — Z hzy)y =0 forall y e VI — (T uT?),
z:(y,z)EAT z:(z,y)EAT

and the capacity constraint hy < ¢, for all b € AI'. Obviously, a flow h can be
represented as the sum of elementary flows along dipaths (note that I' is acyclic).
That is, there are T to T? dipaths P, ..., P, and rationals a1, ..., a,, > 0 such that
Y(a; : b€ P;) = hy for b € AT'; we call D = {(P;,a;)} a decomposition of h. Such
a D induces the function g = ¢? on PP by setting Ju(py) = ai/2 for i =1,...,m and
gp = 0 for the remaining members P of PP. We observe that for any b € AI' with
e=uw(b) € EGP,

1 1
(2.6) Cg(e) = §(hb + hg(b)) < 5(0() + Cg(b)) = Ce,
hence, g gives a c-admissible multiflow. Conversely, let g : PP — Q. be c-admissible.
Define the function & = h9 on AT so that for b € AI', hy, is the sum of values g,,(p) over
all T' to T? dipaths P in T' that contain b or o(b). Then h is a flow, and for b € AT

with e = w(b) € EGP we have

(2.7) hy = ho@) = (9(e).

Now we are able to prove Theorem 1. Given f as above, form the flow h = A/ in T
Let ET ={e € EGP? : v, > 0}. Then each e € E is saturated by f (by (2.2)), whence
hy = ¢y for b € AT ;= w™Y(ET) (by (2.7)). Since all capacities in I" are integers, there
exists an integer flow h' with hy = hy, = ¢, for all b € AT. Choose a decomposition
D = {(P;,;)} of W with all o;’s integral. Let f' = gP. By (2.6), f’ is a c-admissibbe
function on PP. Moreover, f’ is half-integral and it saturates all edges in E*. Thus, f’
and v satisfy (2.1) and (2.2), so f’ is the desired o.s. to (1.5).

In conclusion of this section we explain how to find a half-integer o.s. to (1.5)
(and therefore, to (1.2) with H = Kr) in strongly polynomial time. Again, we may
assume that a is positive. For if Z = {e : a. = 0} # (), we can replace a by a’ defined
by a, =1 for e € Z and a, = (2¢(Z) + 1)a. otherwise, using the fact that there are
half-integer o.s. for a and for o/. First, find an o.s. v to (1.6) by use of the version
[35] of the ellipsoid method [25]; it takes time polynomial in n = |V G| since the size
of the constraint matrix behind (1.6) is polynomial in n. Second, form GP for given p
and ¢ = a+y (by solving corresponding shortest paths problems) and construct I" over
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GP. Third, find an integer flow h in T’ with the restrictions h, = ¢, for b € A* (such an
h must exist). Now an integer decomposition of i determines the desired half-integer
multiflow for G.

3. Unbounded fractionality

As mentioned in the Introduction, to prove Theorem 2 it suffices to show that
@(H) = oo for H = Hy, Hs, Hs as in Fig 1. Following [20], we design “bad networks”
N = (G, H,c,a) for these H’s. Let k be an odd positive integer. Take k disjoint paths
(v}, eb,vh, ... b vh, ), i =1,..., k. Connect v;- and U;+1 by edge u; for all 7,5 such
that i — j =1 (mod 2). Add nodes s,t,s',t',y, z,y’, 2 and edges

(i) sy, tz, sy, t'2';

(ii) yvi and zv, fori=1,...,k;

(iii) y'vj for each odd j, and z'v} for each even j,
obtaining graph G. Assign the capacity k — 1 to the edges s'y/,t'z’, and 1 to the other

edges of G. Assign the edge costs as follows:
0 for tz and eéj, ,7=1,...,k;
1 for all edges uz and the remaining edges eé-;

k  for s'y’,t'2" and the edges as in (ii) and (iii);

2k for sy.
© s
3
Y
)
3 3 3
v%o ° 1 ° ° 1 ° ° vé
3 1 1 1 3
6 3 1 1 3 0
® ° ° ° ° ° ° ° ° ®
S Y z t
3 1 1 1 3
U:l)’o ° 1 ° ° 1 ° ° vg’
3 3 3
°
/
3 z
Fig. 4 ot

(See Fig. 4 where k = 3 and the numbers on edges indicate non-zero costs.) We identify
s,t,s',t" with the corresponding nodes of the graph H € {Hy, Hy, H3} in question;
therefore {st,s't'} C EH C {st,s't/, ss’, st'}.

For i = 1,...,k, let P; (L;) be the simple path going through the nodes s,y, vi,

i : VIS 1,2 2 k=1 k& Y, :
co s U, 2, € (vespectively, s, y',v3;_1, 03,035,031, - -, V31, V31, V35, 2 1), Assign
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multiflow f by fp, = 1/k, fr, = (k—1)/k (i=1,...,k) and fo = O for the other paths
Q@ in P(G, H). One can check that:

(i) f satisfies the capacity constraints and saturates sy, tz, s'y’,t'z’, whence f is a
maximum multiflow in N;

(ii) the cost of any path in P(G, H) is at least 5k — 1, and it equals 5k — 1 for the
only paths P’sand L;, 1 =1,... k;

(iii) f is an only maximum multiflow with the support in {Py,..., Py, L1,..., Lg}.

Thus, problem (1.2) for our network has a unique o.s. f, and this f has components
with denominator k. Since k can be chosen arbitrarily large, p(H) = oo.

4. Sketch of the proof of Theorem 3

We outline main ideas of the proof, not coming into particular details; for the
complete proof, see [22]. As before, we may assume that a is positive.

Given p, we say that a packing D and a p-admissible (3,~) are good if they achieve
the equality in (1.12). Obviously, D = ) and (3,7) = ©,0) are good for p = 0. We
grow p from 0 through oo and show the existence of good D, 3,y for every value of p.
More precisely, Theorem 3 is easily reduced to the following theorem.

Theorem 4.1. Let D, 3, be good for some p. Then one of the following is true:
(i) there exists a packing D' with |D’| = |D| + 1 such that D', 3,~ are good for p;
(ii) there exist p’ > p and (3',~') such that for any 0 < £ < 1, the packing D and
functions (1 — &)B + &0’ and (1 — &)y + &' are good for (1 — &)p + &p'.
The key idea in the proof of Theorem 4.1 is that in place of packings we can handle
certain subsets of edges of G. Let £ = /%7 be as in (1.9).

Definition. Given a p-admissible (3,7), a subset B C EG is called regular if
B = U(P € D), where D is a packing consisting of simple T-paths P with ¢(P) = p.

For £/ C EG and v € VG let E'(v) denote the set of edges in E’ incident to v. The
value val(B) of a regular B is defined as 1 >"(|B(s)| : s € T); clearly val(B) equals the
cardinality of a packing D as above, unless p = 0. We say that B, 3, are good (for p)
if D, 3,~ are good. Considering the inequalities in (1.13), we observe that B, 3,~ are
good if and only if:

(4.1) . > 0 implies e € B;
(4.2) By > 0 implies x4(B) = |Ug| — 1 (¢ is saturated by B).
Let Uy denote §(X4) — Uy. The equality in (4.2) is possible in two cases, namely,

(4.3) either (i) B contains all but one element of U, and none of Uy, or (ii) B
includes Uy and meets exactly one element of U¢.
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This only element of U, — B in case (i), and of B—U,; in case (ii) is called the root of
¢ and denoted by r4. In the proof of Theorem 4.1 we impose some additional conditions
(inductive assumptions) on B, 3,y we deal with. Let F= {p € FO : By > 0}, and let
GP be the subgraph of G that is the union of 7" and all (not necessarily simple) T-paths
of /-length p. The first group consists of four conditions:

(A0) for ¢ € F, Ty is in GP and ., = 0;
(A1) for distinct ¢, ¢’ € F, either Xy N Xy =0 or X, C Xy or Xy C Xy

(A2) for ¢y, ¢y € F with Xy, C Xy, and i = 1,2, the set Uy, includes Uy, ,N6(Xy,)
(or, equivalently, if 74, . € 6(Xg,) then r4, =174,);

(A3) there are no ¢1,...,¢x € F with k > 1 such that the sets Xy, are pairwise
disjoint, and ry, € 6(Xy,.,), 1 = 1,...,k (letting ¢pp41 = ¢1).

The regularity of B implies B C EGP. Let J = {e € EG : {. = 0} (although a is
positive, £, = 0 is possible since x4 takes negative values on U¢). Define B = BnJ
and BT = B — J. The second group of conditions concerns J, namely,

(A4) each e = uv € J belongs to GP, v, = 0, and none of u, v is in T}
(A5) for each ¢ € .7?, J N U, = 0; in particular, e € BY N §(Xy) implies e = .

A component of the graph (VGP — T, BY) is called a 0-component (by (A4), B°
does not meet T); a O-component @ is called trivial if EQ = (. We observe that
each 0-component is a tree. Indeed, for a circuit C' in (VG, B) and ¢ € F°, we have
Uy N C| > |Ugs N C| (because of (4.3)), whence x4(C) > 0. Therefore, £(C) — a(C) —
Y(C) =Y (Boxo(C) = ¢ € FY) > 0. Since v(C) > 0 and a(C) > 0, ¢(C) is nonzero. In
what follows we refer to a connected subgraph of (VGP — T, B%) as a 0-tree.

The current B is transformed into a new regular set B’ of bigger value by use of a
certain augmenting path. Construction of such a path appeals to two notions. The first
notion concerns so-called attachments. To introduce them, we identify T" with the set
of integers from 1 through |T'| and let (T") be the set {—|T|,...,—1,1,...,|T|}. Define
Z=EGP —Band Z2°=2nNJ.

For the nodes in GP define the potentials 7 and sets V® and V; (s € T) as in
Section 2 with respect to our £. For v € VGP and e = uv € EGP with £, > 0, we assign
the attachment a(v,e) € (T') by the following rule:

(4.4) (i) ifv e VUV ue Vi and w(u) < w(v), set a(v,e) = s;

(ii) if v € Vi and either u € Vi, or u € V; and 7(u) > 7(v), set a(v,e) = —s.
If e = uww € Z° (v,e) is provided with the special attachment a(v,e) = 0. The
attachments for edges in B° are assigned in a more sophisticated way. Note that

both ends of an edge in J (and therefore, the nodes of a 0-component) have the same
potentials and belong to the same set among the Vy’s and V*. For a subgraph @ of
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GP? let B(Q) (BT (Q)) denote the set of edges in B (resp. BT) with exactly one end
in Q. For s € (T) define B (Q) to be the set of edges e = uwv € BT(Q) with v € VQ
and a(v,e) = s. The next lemma follows from (2.4) if B® = (); in general case, the part
“only if” is easy, while the part “if” is proved by induction on |B|. Here E' C EG is
called inner Fulerian if |E’(v)| is even for each v € VG —T.

Lemma 4.2. B C EGP is regular if and only if B is inner Eulerian and

(4.5) |IBH Q)| < |B(Q)|/2 for each s € (T) and O-tree Q for p,{, B.

If the inequality in (4.5) holds with equality, we say that s is tight for Q). For
example, if Q = ({v},0) is a trivial 0O-component with v € Vj, then {Bf(v), BT, (v)}
gives a partition of B(v), and both s and —s are tight for Q). One can see that:

(4.6) (i) if s is tight for a O-tree @, then for any e € EQ’, s is tight for exactly one of
two components of Q' — {e};

(i) for e = uv € BY, there is at most one s € (T) such that s is tight for some
0-tree that contains u but v.

Based on (4.6)(ii), we assign the attachment to each edge e = uv € B as follows:
(4.7) set a(v,e) = s if s € (T) is tight for some 0-tree @ with v ¢ VQ > u, and
a(v,e) = 0 otherwise.
For v € VGP let E(v) stand for EGP(v). For s € (T') U {0} define
Es(v) ={e€ E(v) : a(v,e) =s}, Bs(v)=BNEs(v) and Zs(v)=2ZnN Esv).
Using (2.4) and (4.6)(i), one can check that the resulting attachments satisfy:
(4.8) for e =uv € VGP, a(v,e) # a(u,e) unless a(v,e) = a(u,e) = 0;
(4.9) |Bs(v)] < |B(v)|/2 for any v € VGP — T and s € (T).
The second notion needed to define an augmenting path concerns so-called forks.
Let F™2% be the set of ¢ € F with X4 maximal; by (A1), the sets Xy, ¢ € F™**, are
pairwise disjoint. For each ¢ € F™** shrink in GP the subgraph (X4)g» induced by
Xy into node vy, forming graph G*. These vy’s are called the fragment-nodes, whereas
the other (non-shrunk) nodes in G* are called ordinary; we keep the same notation for
corresponding edges in G and G*. Consider a node v € VG* — T and distinct edges
e, e’ in G* incident to v. We say that 7 = (v,e,€’) is a fork if
(4.10) (i) v is ordinary and there is no s € (T") tight for v with e,e¢’ € Zs(v) U (B(v) —
Bs(v)); or
(ii) v is a fragment-node vy and one of e, €’ is rg.

In other words, (4.10)(i) means that the transformation B — BA{e, e’} preserves
the regularity (i.e., (4.9)) at v; here A denotes the symmetric difference. Similarly
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to making G*, for each ¢ € F, we form graph Gy from (X4)gr U {ry} by shrinking
(X4/)ar into node vy for each ¢’ € Fy, where Fy denotes the set of ¢ € F with X
maximal provided that X4 C Xy. Let X7 denote the image of X, in Gy. We define
the forks in G, as in (4.10) (concerning triples in G).

Next, it is convenient to deal with augmenting paths which are non-self-intersecting
on edges. To this purpose, one trick is applied. We slightly modify G? by adding, for
each e € J, a parallel edge €, the mate of e, and consider €’ as an element of Z with
ler = 0. Accordingly, we correct G* and the Gg’s. This slightly extends the set of
forks in (4.10); e.g., for e = uv € J and its mate €', (v,e,e’) is always a fork since
a(v,e’) = 0. We keep notations E(v), Z(v), Es(v) and etc. for the corresponding sets
in the new GP.

An edge e € EGP with v, = 0 is called feasible. A path P = (vg,e1,v1, ..., €k, k)
in G* is called active if: (i) ey, ...,ex are distinct and feasible; (ii) vg € T, e; € Z
and vy,...,vp—1 &€ T; and (iil) (vi,e;,€;41) is a fork, i = 1,...,k — 1. If, in addition,
(vs, €4, €ej41) is not a fork for any 1 < i < j < k with v; = v;, P is called minimal active.
If, further, vy, € T and e, € Z, P is called augmenting in G*. An active path in Gy
is defined by replacing (ii) by (ii’) e1 = 74 and v1,...,vx € Xj. One can show (using
(4.10) and (4.14) below) that a minimal active path can pass through each ordinary
node at most twice and through each fragment-node at most once.

An augmenting path P’ in GP is constructed from an augmenting path P in G*
as follows. If all nodes in P are ordinary then P is already the desired P’. Otherwise
we repeatedly apply the replacement procedure described below, assuming that each
RS F satisfies the following “strong reachability” condition:

(A6) (i) each fragment-node vy € X is reachable in Gy by an active path with the
last edge r¢;

(ii) each ordinary node v € X 5 is reachable in G, by an active path L,; moreover,
if s € (T') is tight for v, then there is a minimal active path L to v such that
|BY(v)| = (|lB”(v)| —1)/2, where B” = BALS and B! is defined with respect
to the attacments for B.

We also assume that the paths required in (A6) can be efficiently found. In the replace-
ment procedure, we choose in P a fragment-node vy and examine the edges e, e’ of P
adjacent to vy. By (4.10)(ii), one of these, e say, is 74. Let w be the end of ' in X7.
We replace vy by a minimal active path L (without 74) in G4 coming to w. If w = vy
for some ¢’ € Fy, we take as L the path as in (A6)(i). If w is ordinary, we choose as
L the path L,, or L for some s as in (A6)(ii). The rule of choosing s in the latter
case depends on the 0-component () containing w and the edges of P incident to nodes
in @, and we omit it here. The procedure is repeated for the new P (and a maximal
fragment in F with ¢ discarded), and so on until no fragment-node in the current path
exists. The resulting path is just the desired augmenting path in GP.
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Once an augmenting path P’ in G? is found, we transform B into B’ = BAP'.
Note that if P’ contains the mate €’ of an original edge e but e itself, then (A5) implies
that e € Z, so we can exchange ¢’ and e. And if P’ contains both an original edge e
and its mate €/, then e must be the root of some fragment ¢ in F , whence e € B; in
this case e remains in B’.

We observe that, regardless of the choice of active paths as in (A6)(ii), if a cut
d(Xy) for some ¢ € F meets P’ , then P’ intersects it twice, passing r, and some other
edge e. This implies that ¢ remains saturated (x,(B’) = |Uy| — 1), and e becomes
the new root of ¢ (unless e is the mate of r4). Thus, (4.2) remains true. It is easy to
see that (4.1) and (A0)-(A5) continue to hold. Furthermore, B’ is inner Eulerian, and
val(B") = val(B) + 1. The following key lemma shows the regularity of B’.

Lemma 4.3.  (4.5) holds for B'.

In the simplest case, when @ is a trivial 0-tree ({v},0) with v € VG* and ¢, > 0
for all e € B(v) U B'(v), this easily follows from the definitions of attachments and
forks (cf. (4.4) and (4.10)(i)). In other cases, the proof is more complicated; it applies
induction on the number of replacements and uses (4.6)(ii) and the property (provided
by (A5)) that if a 0-component @’ for B meets X for some ¢ € F , then either @’
entirely lies in (X4)g» or 74 is an only common edge in @’ and 6(X).

Thus, the existence of an augmenting path as above leads to alternative (i) in
Theorem 4.1. To be consistent, one also proves that (A6) preserves for B’ and the
corresponding roots and attachments.

Now we explain how to find an augmenting path in G* efficiently and then show
that if such a path does not exist, then alternative (ii) in Theorem 4.1 takes place. We
apply a labelling method similar, in a sense, to that used for finding alternating paths in
matching problems. This grows a digraph whose underlying graph uses feasible edges
of G*. Equivalently, a feasible edge e = uv € EG* can be in one of three possible
current states: e is either unlabelled, or labelled in one direction, from u to v say, or
labelled in both directions, from u to v and reversely; let E'*, E', E? denote the sets of
such edges, respectively.

The labelling process is organized so that for each edge e = wwv labelled from u
to v, there is an active path containing wu, e, v in this order and with all edges already
labelled at least in forward direction. It terminates when (i) some edge e = uv € Z
with v € T becomes labelled from u to v, or (ii) one can no longer label edges so that
E' or E? increases. In case (i), we get an augmenting path.

Assume that the process terminates with case (ii) (and not (i)). A node v €
VG* —T is called 1-labelled if it is incident to an edge in E' but none of E?; for such a
v denote by E™(v) (E°"*(v)) the set of edges in E'(v) labelled to (respectively, from)
v. A component of the subgraph induced by E? is called a pre-fragment. We also
introduce elementary pre-fragments ({v}, (), where v is an ordinary 1-labelled node
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such that there is e € E™(v) that does not belong to Zs(v) U (B(v) — B4(v)) for any
s € (T) tight for v. One can prove the following structural properties, which are
analogous to ones of the “Hungarian tree with blossoms” in matching problems:

(4.11) each e =wuv € Z with u € T is labelled from u to v and not from v to u;

(4.12) if v is 1-labelled then each (v, e, e’) with e € E'™(v) and e’ € E°"*(v) and none
with e, e’ € E™(v) U E"(v) forms a fork;

(4.13) for each pre-fragment F' all feasible edges in §(V F') are labelled as leaving F
except one, denoted by e, labelled as entering F'.

(Proofs of (4.12) and (4.13) are based on the following easy corollary from (4.10):

(4.14) for v € VGP and e,e’,e” € E(v), if neither (v,e,e’) nor (v,e’,e”) is a fork
then (v, e, e”) is not a fork either.)

Our goal is to find #’ and +" as in (ii) in Theorem 4.1. Each pre-fragment F
generates the fragment ¢ with X, to be the preimage of VF' in G? and

(4.15) U(z, = (Bﬂé(X¢))U{€F} ifep € Z, and U¢, = (Bﬂ(S(X¢))—{€F} if ereB

(for ep as in (4.13)). Since B is inner Eulerian and VF NT = 0, ¢ is well-defined;
also ¢ is saturated by B, and er = ry. The set of such fragments is denoted by F"°V;
these are to be added to F when 3 will change. Properties (A0),(A1) and (A3) are
casy for F U F° while (A2) follows from the observation that if a non-elementary
pre-fragment F' would contain a fragment-node vy incident to ep with ep # r4/, then
(by (4.10)(ii)) no edge in E(vy ) could be labelled in both directions, contrary to the
definition of F'.

Let F* (F~) be the set of ¢ € F™3 such that vy is 1-labelled and r4 € E™(vy)
(respectively, 4 € E°"(vy)). Let F' = FT U F*V. We are going to transform (3 into
B" = 3% by increasing [ by € on F' and decreasing it by € on F~, with some € € Q_
satisfying 0 < e < min{fy : ¢ € F~} (which ensures the nonnegativity of 3’).

We explain that one can choose a (sufficiently small) e > 0 and transform ~ into
7" = 7° so that the new length function ¢ = (° := a4+~ + 3> (B, xy : ¢ € F), number
p' = p® := min{disty (s,t) : s,t € T,s # t} and the graph Gr' (concerning ¢') satisfy:

(4.16) P =p+2¢
(4.17) GP contains B.

First, we partition VGP into four sets T', L, M, W, where L consists of the ordinary
1-labelled nodes not forming pre-fragments, M consists of the preimages of unlabelled
elements of VG* =T, and W = VGP — (T'U LU M) (then the sets X, for ¢ € F/UF~
give a partition of W).

Second, fix some edge h, in E'™(v) for each 1-labelled node v. For v € VGP and
e € E(v), define the number p(v,e) = p°(v, e) as follows:
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) if v e WUM, set p(v,e) =0;

i) if v e T, set p(v,e) =¢;
) ifve Landee€ Z, set p(v,e) = e if (v, hy,e) is a fork, and —e otherwise;
) if v € L and e € B, set p(v,e) = —¢ if (v, hy, €) is a fork, and e otherwise.

(Using (4.12) and (4.14), one shows that p(v,e) does not depend on the choice of hy;
recall that (v, hy, hy) is not a fork.) Next, for e = uv € EGP define

(4.19) p(e) = p(u,e) + p(v,e),
and then define 7' by

(4.20) V=% +ple) + Ble) = Ble) for c€ B,

=0 for the remaining edges e in G}

where (3(e) = Y (Boxgs(e) : ¢ € F) and 3'(e) = > (Byxs(e) © ¢ € F). Obviously, (4.1)
holds for ~'.

The proof that the B, 3,~’ have the desired properties falls into several stages.
First of all one shows that (8’,7’) is p’-admissible and B is regular for p’,¢’. This

follows from three lemmas.

Lemma 4.4.  For some (and each smaller) € > 0, v and (¢ are nonnegative.

Lemma 4.5. Let P = (vg,e1,v1,...,€k,v;) be a path in a packing D representing
B. Then (¢(P) = p + 2¢ for some (and each smaller) € > 0.

Lemma 4.6. (4.16) holds for some (and each smaller) ¢ > 0.

To prove Lemma 4.4, it suffices to consider an edge e = uv € B with 7. = 0. The
proof depends on occurrencies of v and v in T, L, W, M. Considering possible cases,
one can obtain the important property that

(4.21) if e is labelled then p(e) + B(e) — B'(e) = 0,

whence 7, = 7. = 0 (e.g., if e is labelled from u to v and u,v € T U L, then B’(e) =
B(e) = 0, and (4.18) shows that p(u,e) = —¢ and p(v, €) = ).

If e is unlabelled then, in view of (4.12) and (4.13), the possible cases are: (i)
w,v € TUL; (ii) u e TUL and v € WU M; (iii) u,v € M or u,v € Xy for some
¢ € FUF™; (iv) u € X4, e € Uy for some ¢ € F~ and either v € M or v € Xy
for some ¢ € F~ — {¢}. In case (i), p(u,e) = p(v,e) = ¢; in case (ii), p(u,e) = ¢,
p(v,e) = 0 and ﬁA(e) - B’(e) > —g; in case (iii), p(e) = B(e) — B’(e) = 0; in case (iv),
p(e) =0 and B(e) —Be) € {€,2¢}. Thus, 7. > 7, holds in all cases.
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To prove Lemma 4.5, put ¢; = p(v;,e;) + p(vi,eir1), i = 1,...,k — 1. Then, by
(4.20) and (4.18)(ii),

k k—1 k—1
=(P) —4(P) = Zp(e) = p(vo,e1) + Z%’ + p(vk, ex) = 2e + ZQZ'-
i=1 i=1 i=1

We observe that g; = 0 for each i. Indeed, if v; € W UM then p(v;,e;) = p(vi, €;41) = 0.
And if v = v; € L then the the facts that P € D and that v does not form an
elementary pre-fragment imply that (i) h, € ZsU(B(v) — Bs(v)) for some s € (T') tight
for v, and (ii) one of e;,e;41 is in Bs(v) and the other in B(v) — Bs(v). Therefore,
p(v,e;) = —p(v, ei41), whence ¢; = 0.

In the proof of Lemma 4.6, we may assume that GP contains at least one T-path.
Then B # () (otherwise there would exist an augmenting path), so there is a T-path
P with ¢¢(P) = p + 2¢ (by Lemma 4.5). We have to show that for some ¢ > 0,
¢¢(P) > p + 2¢ holds for every T-path P = (vg,e1,v1,...,€k,v;) in G. This is obvious
if /(P) > p. And if ¢(P) = p then P lies in GP. Then, arguing as in the proof of
Lemma 4.5, one shows that ¢; > 0 for ¢ = 1,...,k — 1. Furthermore, one shows that
02 > L, + p°(e) for any e € EGP. This implies ¢°(P) > p + 2¢.

To complete the proof for case (ii) of Theorem 4.1, we have to show maintaining
(A0)-(A6) for (8',~"). Some of these properties (e.g., (Al)-(A3)) are easy, while the
other ones take more efforts to prove. One of the most technical part of the entire proof
is to show maintaining (A6). Next, it turns out that, under the above transformation
of (,7), condition (A0) may not remain true for some ¢ € F with Xy € M. If this
happens, one applies an additional transformation of 3’ on some ¢’s with X, C M and
of 7/ on some edges incident to nodes in M, after which (A0) becomes true. We do not
go into details of such a transformation, referring the reader to [22].

The proof of Theorem 4.1 provides an algorithm to solve (1.7). At each iteration,
either (i) the value val(B) of the current regular set B increases, or (ii) the current (3, )
is transformed so as to increase p. The number of iterations of type (i) is v < |EG]|.
Each iteration of type (ii) finds € as large as possible provided that the resulting §’,~/, ¢/
are nonnegative and p’ = p® equals p + 2¢. If such an ¢ is unbounded, the current B
gives an o.s. to (1.7) for every sufficiently large p (so it solves (1.3) with H = Kp and
¢ = 1). One shows that the maximal choice of € ensures that the number of consecutive
iterations of type (ii) is O(|]VG|?). As a consequence, the total number of iterations is
polynomial in |V G| and the running time of the algorithm is strongly polynomial.

5. (T’,d)-joins

We outline the proof of Theorem 5 given in [3], using corresponding notations from
Sections 1,2 and 4.
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To see conv(By) C D', observe that the incidence vector ' = {ps of each (1", d)-
join B’ is contained in D’. Indeed, (i) and (iii) in (1.16) are obvious, and (ii) easily
follows by considering corresponding T’-paths in (VG’, B’) that realize the demand d. A
reverse property is also true; namely, for each integer vector 2’ in D', B’ ={e : 2/, =1}
is a (T”,d)-join. Indeed, if degp/ (v) # d,, (mod 2) for some v € VG’', then the pair
¢ = ({v}, B'(v)) forms a fragment for G',T",d (cf. (1.15)). But 2’'x = |B'(v)| = |Uy|,
contradicting (1.16)(iii). Consider the d-extension G of G’ (defined in the Introduction),
andlet T'={s : s € T’} and B = B'U(EG—EG’). Then B is inner Eulerian for G,T.
Furthermore, (1.16)(ii) implies that for each s € T and Y C VG with Y NT = {s}, the
cut 6%(Y) meets at least dy edges of B. So, by Lovasz-Cherkassky’s theorem mentioned
in Example 3 in the Introduction, the graph (V G, B) contains d(7”)/2 edge-disjoint T-
paths. Hence, B’ is a (T”,d)-join.

To prove D' C dom(By), it suffices to show that (i) if By = () then D" = (), and (ii)
if By # 0 then the problem

(5.1) given a weighting w : EG" — Z., minimize wx' over all ' € D',

has an integer o.s. x’. Indeed, in case (i), we have dom(By) = Q)—HREG/ = = D', while
in case (ii), varying w, we conclude that all vertices of D" + ]REG/ are the incidence
vectors of (1”7, d)-joins, whence D’ C dom(By).

Suppose that B, is nonempty. Consider D, 3, that achieve the equality in (1.12)
for G,T,a and a rather large positive p, where G is the d-extension of G’, a, = w, for
e € EG’ and a. = 0 for the edges of G connecting T' and 7. Let z € R”Y be the
incidence vector of the set of edges occurred in D. Then the restriction =’ of x to EG’
is the incidence vector of a (T”,d)-join; therefore, ' € D’. Take an arbitrary y' € D’
and extend 1’ by ones to the edges connecting T" and T”, denoting the resulting vector
in R¥Y by y. We assert that ay > ax (whence wy’ > wz, and the result follows).

Let d =d(T)/2, B=Y(Boxs : ¢ € F) and £ = a +~+ 3 (cf. (1.9)). By (1.12),

we have

(5.2) pd —az = ¢(p,D) = v(EG) + > _(Bs(|Us| = 1) : ¢ € FO).

On the other hand, from (1.16)(ii) for ¢’ and Lovéasz-Cherkassky’s theorem one
can deduce that there exist T-paths P',..., P¥ in G and reals A, ... \; > 0 such that
MA...+ A =dand S (N\épi : i =1,...,k) <y, where {p: is the incidence vector of
the edge set of P’. By (1.11), £(P?) > p. Therefore, £y > pd (as ¢ is nonnegative), and

we obtain

(5.3) pd —ay < vy + By.

Furthermore, from (1.16)(iii) for ¥’ one can deduce that x4y < |Us| — 1 for each
inner fragment ¢ for G, T. Hence, By < > (B4(|Us| — 1) : ¢ € F°). Now comparing
(5.2) and (5.3) gives the desired inequality ay > az.
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Using similar arguments for the number p = |[EG’| + 1 and weights w, = 1 for all
e € EG’', one shows that D" # () implies By # 0, giving (i) as above.
A similar method is applied to derive Theorem 6 from Theorem 3 (see [3]).

6. Generalizations, open problems

Generalizing (1.4), Mader [32] established a minimax relation that expresses the
maximum number of pairwise openly (node) disjoint T-paths (see also [29,24]). It turns
out that Theorem 3 can also be extended to the openly disjoint case. We deal with an
edge cost function a as before, and consider the problem:

(6.1) given p € Q,, mazimize the objective 1)(p, D) = p|D| — a(D) among all sets
of pairwise openly disjoint T-paths in G.

To state a minimax relation involving ¢, we need some definitions and notations.

A. For E C EG, let V(F) denote the set of nodes incident to edges in both E and
EG - FE.

B. A triple ¢ = (X, Ey, Ap) is called a graph-fragment if (X4, Ey) is a connected
subgraph of G with Xy C VG — T, Ay C V(E,), and |44 is an odd > 3. The set
of graph-fragments is denoted by V. For ¢ € V let Ay stand for V(Xy) — Ay. The
characteristic function of ¢ is defined on the edges e = uv € EG by

Xo(e) =1 ifue A, and v Xy,
=-1 ifueA,and v¢ Xy,
=2 ifu,ve€ Ay and e g Fy,
=-2 ifu,v€Z¢ and e & Ey,

=0 otherwise.

C. We say that a T-path P = (vg,e1,v1,...,€k, V) touches a graph-fragment ¢
at a node v € X if for some 0 < i < k, v = v; and both e;, e;y1 are not in Fy. The
number of indices ¢ such that v; € A, and P touches ¢ at v; is denoted by w(P, ¢).

D. For a function v on VG and an edge e = uv, let 7, denote v, + v,. For a
function 3 on V, let B denote the function > (Bexs : @ €V)on EG.

E. Given 8:V — Q, and v : VG — Q_, define function ¢ = (%7 on EG to be
a+ B +7 and call the pair (3,7) p-admissible if:

(i) 7o = 0 for all v € T}

(ii) ¢ is nonnegative;

(iii) the ¢-length of every T-path P is at least p + 2> (Bsw(P, ¢) : ¢ € V).

Without loss of generality we assume that no edge e of G connects two terminals
(as we can replace such an e by two edges €', ¢” in series with ae + aer = ae).
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Theorem 6.1 [23]. max{¢(p,D)} = min{2v(VG) + > (Bs(|4s| — 1) : ¢ € V)},
where D runs over all sets of pairwise openly disjoint T-paths and ((3,~) runs over all
p-admissible pairs.

In conclusion of this paper we raise several open questions.

1) Is it possible to construct a “purely combinatorial” strongly polynomial algo-
rithm for finding a half-integrer o.s. to (1.2) with H = Kp?

2) Is it true that, for any integer p > 0, the minimum in (1.12) in Theorem 3 is
achieved by (3,~ that are half-integral?

3) Does there exist a “good characterization” of the dominant dom(By) for the set
of (T”,d)-joins via an explicit system of linear inequalities rather than the Minkowsky
sum as in Theorem 57 Are the left hand side coefficients in the minimal integer descrip-
tion of facets of dom(B;) bounded? Similar questions are raised for dom(B™**). [To
comparison: the perfect matching polytope of a graph has a “good description” via in-
equalities with all left hand side coefficients in {0, 1}, due to classic results of Edmonds
[8], but it was shown in [5] that such coefficients for some facets of the corresponding

dominant can be large.]

4) Theorem 5 shows the integrality of every vertex of D’ that remains a vertex
in D' + ]REG/; these vertices are exactly the incidence vectors of minimal (7", d)-joins.
Moreover, the sets of integral point in D’ and conv () are the same, and we know that
D’ = conv(Byg) if d = 1. However, as shown in [3], D’ can strictly include conv(B;) in
general. Two questions seem to be closely related: (i) is there a “good description” of
conv(By) via linear constraints, and (ii) what is the complexity status of (1.14) for an

arbitrary weighting w : EG' — Z? Similar questions arise for maximum multi-joins.
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